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What is Heterogeneous Graph (HG)?

Introduction
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Standard (homogeneous) Graph

Heterogeneous Graph

Definition of HG

(node type mapping) (edge type mapping)



Why HG?

Introduction
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Expressiveness

It can further express rich semantics 
within different types of nodes and its relations
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Graph Neural Network (GNN)

Introduction
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GNNs

𝒖

Active GNN research:
High expressiveness in graph

Natural question:

How to carry out GNNs in HG?
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Representative work (1)

-The first attempt of GNN on HG, WWW’19
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Meta-path

What is Meta-Path?

HAN

- User-defined path
- Different meta-paths reveal different semantics

e.g.) 
M-A-M
M-D-M
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Meta-path

What is Meta-Path?

HAN

Formally,

- Adjacency matrix of HG:

- Meta-path via matrix multiplication
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Meta-path for HG embedding
What is Meta-Path?

HAN

Author

Paper

Conference

A-P-C

A-P-A-P

Network 
Embedding

Network 
Embedding
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Overview of HAN

Components of HAN

HAN
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A Short Summary of GAT

Preliminary

GAT overview

Step 1. Masked self-attention

𝑖

Normalize with softmax

0.25

0.4

0.05

Only compute attention coefficients
for nodes in the neighbors0.3
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Node Level Attention

HAN

1. Mapping to same feature space

Meta-path-based neighbors!
(including self)

2. Masked Attention
Meta-path-specific
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Node Level Attention

HAN

1. Mapping to same feature space

Meta-path-based neighbors!
(including self)

2. Masked Attention
Meta-path-specific
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0.1

We can get

(# of the meta-path)
representations for each node
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Semantic Level Attention

HAN

node

…

From Φ0 From Φ1 From Φp

Aggregate 

Final representation of the node 
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Semantic Level Attention

HAN

node

…

From Φ0 From Φ1 From Φp

Aggregate 

Final representation of the node 

When aggregate, 
each semantic 

has different importance
for each node
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Semantic Level Attention

HAN
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Semantic Level Attention

HAN

Final representation of the node 

q: semantic level 
attention vector

1-layer MLP
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HAN

HAN
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NIPS’2019
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Motivation of Graph Transformer Networks (GTN)

GTN

In DBLP: 
APA, APCPA, APTPA

Conventional work:
Needs handcrafted meta-path

In IMDB:
MAM, MDM

In ACM:
PAP,PSP

Not robust,
Lack of generality
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Motivation of Graph Transformer Networks (GTN)

GTN

In DBLP: 
APA, APCPA, APTPA

Conventional work:
Needs handcrafted meta-path

In IMDB:
MAM, MDM In ACM:

PAP,PSP

Not robust,
Lack of generality Natural question:

How to automatically find 
the meta-path?
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Meta-path

Recall Meta-path 

Recall

Formally,

- Adjacency matrix of HG:

- Meta-path via matrix multiplication
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Graph Transformer Layer

GTN

1. Set of adj. 
for every (k) edge types

(n x n x k)
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Graph Transformer Layer

GTN

1. Set of adj. 
for every (k) edge types

(n x n x k)

(1 x 1 x k)

(1 x 1 x k)

2. Softly select two adj. (𝑸𝟏, 𝑸2).
𝑨𝑡1 = 𝑸1𝑸2
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Graph Transformer Networks

GTN

Arbitrary l-length meta path

l: hyperparameter

From convolution weightsIf we stack multiple GT layers..

Meta path can be learned via optimization.
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Graph Transformer Networks

GTN
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Graph Transformer Networks

GTN
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Experimental Results

Evaluation

Settings

Main Results

* all have 3 types of nodes
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Experimental Results

Evaluation
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Discussion

Discussion

Mostly, the GNNs on HG is unstable
(GAT > HAN)
(GAT > GTN)

[ref] Lv, Qingsong, et al. "Are we really making much progress? revisiting, benchmarking and refining heterogeneous graph neural 

networks." KDD 2021

[ref]
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Discussion
Discussion

Mostly, HG-GNN takes large computational cost
(e.g, GTN takes more than x1000 computational cost)

Lv, Qingsong, et al. "Are we really making much progress? revisiting, benchmarking and refining heterogeneous graph neural 

networks." KDD 2021

Soft adjacency 
= Complete weighted graph



Thank you!

jindeok6@yonsei.ac.kr

"Success is not final, failure is not fatal: 
it is the courage to continue that counts.“

- Winston Churchill
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