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Introduction
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• LLMs are truly large 

SparseMoE

• LLMs require large computing 
demands (e.g., 
training/inference time)

…

*GPT-4 example
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• LLMs are truly large 

SparseMoE

• LLMs require large computing 
demands (e.g., 
training/inference time)

Mixture of Experts (MoE) can 
be a solution!

* Mixture of Experts (MoE):
- The ensemble concept introduced in [Jacobs et 
al., 1991]
- Multiple sub-models (experts) are chosen per 
example, with gating mechanism

Robert A. Jacobs, Michael I. Jordan, Steven J. Nowlan, and Geoffrey E. Hinton. Adaptive mixtures of local experts. Neural Computing, 1991.



MoE for Deep Neural Networks
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SparseMoE

Shazeer, Noam, et al. (Google Brain): "Outrageously large neural networks: The 

sparsely-gated mixture-of-experts layer." ICLR 2017

SparseMoE



Motivation
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DNN

• The capacity (# of parameters) of neural networks can give better accuracy

active inactive

Simple task
with a small model

SparseMoE



Motivation
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• The capacity (# of parameters) of neural networks can give better accuracy

• Whole parts are active: quadratic blow-up in computing costs

DNN

DNN

Simple task
with a small model

Complex task
with a massive model

active inactive

SparseMoE



Motivation
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• Not all parts may be necessary for each data point

DNN

If so,
current architecture is 
very inefficient

active inactive

(Should be) (Should be)

DNN

DNN

SparseMoE



Motivation
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• Conditional computation: 
Part of the network are active on per-example basis

active inactive

(Actually) (Actually)

Model

Model

Model

SparseMoE

• Mixture of Experts, can be a solution!



SparseMoE: The Deep Learning Way of MoE
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• Sparsely-gated Mixture-of-Experts layer (MoE):
Extension of MoE gatings to deep learning

https://deepgram.com/learn/mixture-of-experts-ml-model-guide

• Consisting of ~1000 sub-networks,
SparseMoE achieves 1000x improvement in model capacity

SparseMoE



Challenges

10

C1: Modern computing devices (e.g., GPU) are much faster
at arithmetic than branching

C2: Sparsity levels may be unstable

C3: Larger batch sizes benefit performance in DNN but are reduced by 
conditional computation.

• Limitations of dense models are clear
but there are challenges in designing deep learning-based MoE:

SparseMoE



The Sparsely-Gated Mixture-of-Experts Layer (For C1)
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• Trainable gating network: selects a sparse combination of the experts to 
process each input

• 𝐺 𝑥 : gating network
𝐸𝑖(𝑥): i-th expert network

SparseMoE

Simple arithmetic gating 
(solves C1)

C1: Modern computing devices are much 

faster at arithmetic than branching



Gating Network (For C2)
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• Softmax gating

• Noisy top-K gating

✓ (Naïve approach) simple non-sparse gating function

✓ Only top-K experts are activated
✓ Maintain sparsity levels
✓ The noise term helps with load balancing 

prevent case when only
few experts are repeatedly selected

SparseMoE

Maintain sparsity level
(solves C2)

C2: Sparsity levels may be unstable



Balancing Expert Utilization (For C2)
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• Empirically proven that MoE always produces large weights for the 
same few experts.

• Additional soft constraint (loss term)

✓ Encourages all experts to have equal importance
✓ Low variation : Even distribution

Coefficient of variation
Hyperparameter

exp 0 exp 1 exp 2 exp 3

exp 0 exp 1 exp 2 exp 3

SparseMoE



The Shrinking Batch Problem (For C3)
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• Shrinking batch problem

✓ As # experts increases, each experts receives only few batch data

(solution 1) Increasing batch size further (* possible memory issue)

(solution 2) Distributed learning technique: Each expert receives a combined 
batch consisting of the relevant examples

Reduce batch-relevant problem
(solves C3)

SparseMoE

Relieve the problems

C3: Larger batch sizes benefit performance 
but are reduced by conditional computation.



Expert parallelism
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• MoE + Distributed learning
• Each expert is loaded on different device

Fedus, William, Barret Zoph, and Noam Shazeer. "Switch transformers: Scaling to trillion parameter models with simple and efficient 

sparsity." Journal of Machine Learning Research 23.120 (2022): 1-39.

SparseMoE



Experiments
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• Experiments on recurrent language model (whose task requires big model)

SparseMoE



Experiments 1: Efficiency
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SparseMoE

• Better performs than SOTA baseline LMs
• Achieves better performance with fewer ops (# operations)



Experiments 1: Efficiency
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• Better performs than SOTA baseline LMs
• Achieves better performance with fewer ops (# operations)

However, require larger # 
parameters to achieve a good  

accuracy

SparseMoE



Experiments 2: Accuracy
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• Achieves better results in LM tasks (machine translation)
• Because of larger # params?

SparseMoE



SwitchTransformer
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• FFN layer in transformer is replaced with MoE (1.6T)
• Simpler routing: Top-1 expert + differentiable load balancing loss 

Extension to Transformer

Fedus, William, Barret Zoph, and Noam Shazeer. "Switch transformers: Scaling to trillion parameter models with simple and efficient 

sparsity." Journal of Machine Learning Research 23.120 (2022): 1-39.



SwitchTransformer: The Results
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• Superior Multi-lingual translation performance than dense model (T5, [Raffel et 
al., 2020])

Extension to Transformer

• Multi-lingual training task



SwitchTransformer: The Results
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Extension to Transformer

• MoEs can replace different modules in transformer
• Replacing all achieves best



GLaM
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• GLaM, the MoE-based language models
• Introduce 1.9B ~ 1.2T MoE models

Du, Nan, et al. "GLaM: Efficient scaling of language models with mixture-of-experts." International Conference on Machine Learning. PMLR, 

2022.

Extension to Transformer



Open MoE Models

24Source: https://huggingface.co/blog/moe



Other Research Trends (1)
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• Make MoE more efficiently

- Faster [Belcak et al., 2023], [He et al., 2023]

- Lower-memory [Franta et al., 2023]



Other Research Trends (2)
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• Multi-task learning [Shen et al., 2023], [Chen et al., 2023]



Takeaway Messages
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• When to use MoE?

• Recently, MoE receives huge attention because of the rise of LLMs

• Using MoE, we can get accurate results with better efficiency

Dense model

MoE (sparse model)

Inference/training time Memory (VRAM)

Slow

Fast

Small

Large



Contact: jindeok6@yonsei.ac.kr
Web Page: https://jindeok.github.io/jdpark/

"Success is not final, failure is not fatal: 
it is the courage to continue that counts.“

- Winston Churchill

mailto:jindeok6@yonsei.ac.kr
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