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What Current AI Heavily Relies On
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• Modern AI relies on MLP (multi-layer perceptron) 
architecture

Introduction

• Transformer, RNN, LSTM, CNN... :
based on MLP

• However, are MLPs the best
nonlinear regressors we can build?
- less efficient
- less interpretable

TransformerLSTM

https://ko.wikipedia.org/wiki/%EC%9E%A5%EB%8B%A8%EA
%B8%B0_%EB%A9%94%EB%AA%A8%EB%A6%AC

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information processing systems 30 (2017).



KAN: Alternatives to MLPs?
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• Kolmogorov–Arnold Networks (KAN) is getting lots of attention 
nowadays!: LinkedIn, X (Twitter), Reddit...

Introduction

• KAN is proposed as alternatives to MLPs! 



Universal Approximation Theorem (UAT)
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• UAT says that a single MLP layer can approximate any continuous functions  

Backgrounds

https://en.wikipedia.org/wiki/Universal_approximation_theorem

Hornik, Kurt; Stinchcombe, Maxwell; White, Halbert (January 1989). "Multilayer feedforward networks are 

universal approximators". Neural Networks. 2 (5): 359–366.

• UAT is a theoretical background of modern deep learning



Kolmogorov-Arnold Representation Theorem (KAT)
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• KAT is a representation theroem

• It says that any continous f can be represented as a finite “composition” of continous 
functions of a sinlge variable and addition

Backgrounds



KAN: Overview
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KAN

• Built upon KAT, KAN is..
- Mathematical
- Accurate
- Interpretable !



KAN: Overview
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KAN



KAN Architecture
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• Revisit KAT

• Generalize KAT
-> KAN layer

KAN 

1. 2n+1 width
2. Only two-layer non-linearities

generalize

Arbitrary widths and depths -> KAN



KAN Architecture
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KAN 

**

• KAN layer

• Deep KAN



KAN Architecture
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KAN 



Grid Extention
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• Neural scaling law: for improving accuracy

KAN

• Contrast to MLP, 
KAN: easy to fine-graining 
(w/o retraining larger model)

• Coarse grid to fine grid while 
training



Comparison: KAN(KAT) vs MLP(UAT)
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KAN 



Implementation Details
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• Residual activation functions

KAN 

• Initialization

Trainable B-splines (basis)

- 𝑐𝑖~𝑁(0, 𝜎
2) with small 𝜎 (~zero init)

- 𝑤~𝑋𝑎𝑣𝑖𝑒𝑟 [1]  

Scaling factor, trainable

[1] Glorot, Xavier, and Yoshua Bengio. "Understanding the difficulty of training deep feedforward neural networks." Proceedings of the thirteenth international conference on artificial intelligence and 

statistics. JMLR Workshop and Conference Proceedings, 2010.



Sparsification

14

Interpretability of KAN

• Sparse regularization + pruning -> interpretable KAN 

- Sparse regularization

- Pruning (node level)

Incoming score Outgoing score

Select important node having
higher incoming/outgoing score

- Symbolification 

Sympy to compute symbolic formula of 
the output node



Toy Example & Special Functions
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• KANs can almost saturate the 
steeper red lines

Accuracy Test

• Toy example

• While MLPs are not



Toy Example & Special Functions (Cont’d)
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Accuracy Test

• Performs well than MLPs, on special functions



Feynman Datasets
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• Many physics equations collected by Feynman

Accuracy Test



Continual Learning
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• Toy example dataset

Accuracy Test

• KAN is more immune to catastropic forgetting

• Structure re-organization only occurs locally on KAN, while MLP is not



Should I use KANs or MLPs?
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Summary



Takeaway Messages
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• KAN can be a potential alternatives to MLP

• However, KAN is only applied to limited dataset & settings
- Still, a lot of research projects are now going on though... ☺
(refer to: https://github.com/mintisan/awesome-kan)

It’s mine! ☺



Contact: jindeok6@yonsei.ac.kr
Web Page: https://jindeok.github.io/jdpark/

"Success is not final, failure is not fatal: 
it is the courage to continue that counts.“

- Winston Churchill

mailto:jindeok6@yonsei.ac.kr
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