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Multi-Criteria Recommender System (MCRS)

What is the Multi-criteria Recommender System (MCRS)?

Single-criterion RS

User a Item i

𝑅:

MCRS

𝑅0 :

𝑅1 :

𝑅2 :

𝑅3 :

𝑅4 :

Overall

Cleanliness

Business

Price

Kindness

User a Item i

Tripadvisor.com

RateBeer.com

Agoda.com
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Recommend top-k relevant unseen items based on overall ratings

Formal Definition of MCRS

Tripadvisor.com
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Motivation 1: GNN-based RS

GNN becomes the state-of-the-art
for collaborative filtering,

because of its capacity to capture 
collaborative signals in high-order 
connectivity in user-item interactions 
[He et al., SIGIR 2020]

He et al. "Lightgcn: Simplifying and powering graph convolution network for recommendation." SIGIR (2020).

However, there is no prior attempt to 
solve MCRS based on GNNs
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Conventional Approaches

Nassar, Nour, Assef Jafar, and Yasser Rahhal. "A novel deep multi-criteria collaborative filtering model for recommendation system." Knowledge-Based Systems (2020)

Shambour, Qusai. "A deep learning based algorithm for multi-criteria recommender systems." Knowledge-Based Systems (2021)

▪ Reconstruct each rating matrix 
via autoencoders 

▪ Overall prediction is calculated using 
arithmetic mean

▪ Two-stage DNN model

▪ Relation between overall rating 
and multi-criteria ratings is 
captured via DNN

1. High-order connectivity of user-
item interactions is not explored

2. Information across criteria is 
implicitly captured

Thus, less effective!

Prior work 1: AEMC [Shambour et al., KBS 2021]

Prior work 2: DMCF [Nassar et al., KBS 2020]

Limitations of Prior Work
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Criteria preference of users when consuming items

Person A tends to consider cleanliness of the hotel,
while person B tends to see price of the hotel.

Each user has one’s own criteria preference (bias)

I nead 
a clean room.

I am seeking
a cheaper one.

Person A Person B

Motivation 2: Criteria Preference
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Which graph type should be considered to explore high-
order connectivity patterns in MC ratings?

How to maximally grasp the criteria preference of users
through graph convolution?

Criteria

User id: traveler2023

• Price

• Kindness

• Cleanliness

4.0

2.0

5.0
Overall

4.0

Hotel A

Challenge 1. Graph construction

Challenge 2. Criteria preference awareness

Challenges in Designing MCRS
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Methodology
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Single-Criterion RS vs MCRS 

(Single-Criterion) RS MCRS

User a Item i

𝑅:

𝑅0 :

𝑅1 :

𝑅2 :

𝑅3 :

Overall

Cleanness

Business

Price

User a Item i

1. How to construct graph(s)?
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Complex semantics in the MC ratings

“𝑢1 and 𝑢2 both like hotel 𝑖1,
while having the same opinion on the cleanliness aspect, 

but revealing opposite opinions on the price aspect”

Motivation of Graph Construction
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Complex semantics in the MC ratings

“u1 and u2 both like hotel i1,
while having the same opinion on the cleanliness aspect, 

but revealing opposite opinions on the price aspect”

How to construct a graph that let the GNNs capture 

such complex semantics in MC ratings?

Motivation of Graph Construction
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Possible Naïve Approaches

Option 1: Multi-graph construction

A rating instance Multi-graph construction

cleanliness

overall

price
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Multi-graph

cleanliness

overall

price

Guo et al, A survey on knowledge graph-based recommender systems, TKDE (2020)
Lv et al, Are we really making much progress? revisiting, benchmarking and refining heterogeneous graph neural networks, KDD (2021)

Option 1: Multi-graph construction

1) Expensive computation costs

2) Handcrafted  meta-paths

[Guo et al., TKDE 2020, Lv et al., KDD 2021]

Not desirable for scalable MCRS

Limitations

Possible Naïve Approaches
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Option 2: Separate Graph Construction for Each Criterion

Rating instance

Graph construction

𝐺1 𝐺2 𝐺3
𝐺1

𝐺2

𝐺3

Possible Naïve Approaches
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Root node of the GNN: u1

1) Complex semantics across MC ratings

cannot be captured

2) Needs a large-size model (w/ many parameters) 

to deal with multiple graphs

Limitations

Possible Naïve Approaches

Option 2: Separate Graph Construction for Each Criterion
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Price

Kindness

Cleanliness

Overall

Hotel A

traveler2023

User

Item

User id: traveler2023

• Price

• Kindness

• Cleanliness

4.0

2.0

5.0
Overall

4.0

Hotel A

MC Expansion Graph

Expand each “item” to (C+1)-criterion-item nodes

MC expansion graph

C multi-criteria + 1 overall ratings 

Proposition: Graph Construction in MCRS
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MC Expansion Graph

A rating instance

Our MC expansion graph let the multi-layer GNN to capture
complex semantics in the MC ratings!

Proposition: Graph Construction in MCRS
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Case 1 Case 2

Computation graph 
in 3-layer GNN

...

...

...

Case 1:

Case 2:

Distinguishable!

Different representations

root noderoot node

Cleanness

Overall

Price

Cleanness

Overall

Price

Capability of the MC Expansion Graph

“Price of item 1” appears first at the
3rd layer

“Price of item 1” appears first at the
1st layer
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MCRS

User a Item i

𝑅:

𝑅0 :

𝑅1 :

𝑅2 :

𝑅3 :

Overall

Cleanness

Business

Price

User a Item i

1. How to construct a graph?

2. How to design an effective GNN 
architecture for MCRS?

(Single-Criterion) RS

Single-Criterion RS vs MCRS 
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Overview of CPA-LGC

CPA-LGC

Criteria Preference-Aware 
Light Graph Convolution (CPA-LGC)
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Three key components 

Component 1: Light graph convolution (LGC)
on user/criterion-item embeddings

Component 2: LGC on user-specific criteria-
preference (UCP) / item-specific criterion (IC) 
embeddings

Component 3: Over-smoothing alleviation

Overview of CPA-LGC

Component 1 Component 2

Component 3

Criteria Preference-Aware 
Light Graph Convolution (CPA-LGC)
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• Graph convolution
based on the structure of
the MC expansion graph

Implementation Details: Component 1

LGC on User/Criterion-Item Embeddings

CPA-LGC
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• Light-weight architecture:
Neither feature transformation
nor non-linearity

• Weighted propagation:
Importance of information 
from each criterion may differ

Implementation Details: Component 1

CPA-LGC

LGC on User/Criterion-Item Embeddings
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LGC on UCP/IC Embeddings

• Newly characterized embeddings

✓ User-specific criteria-preference (UCP) embedding

✓ Item-specific criteria (IC) embedding

- Initialized specific to the criterion of given criterion-
item node

Implementation Details: Component 2

CPA-LGC
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• Graph convolution

• Stop-gradient on item criterion embedding

Implementation Details: Component 2

CPA-LGC

LGC on UCP/IC Embeddings
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Implementation Details: Component 3

CPA-LGC
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Li et al. Deeper Insights into Graph Convolutional Networks for Semi-Supervised Learning. AAAI (2018)

• Stacking many layers in GNN may suffer over-smoothing,
where node representations become similar [Li et al., AAAI 2018]

• Convergence rate of a node is faster for 
high-degree nodes

* Node representation after K-layer GCN

Chen et al. "Simple and deep graph convolutional networks." International conference on machine learning. PMLR (2020).

[Chen et al., ICML 2020]

• Nodes with high-degree is more vulnerable

Preliminary: Over-Smoothing in GNNs
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• User nodes in the MC expansion graph
: Largely connected (w/ high-degree) by 
graph expansion

Potentially, more vulnerable to 
over-smoothing

Price

Kindness

Cleanliness

Overall

Hotel A

traveler2023

Implementation Details: Component 3

Layer-Wise Over-Smoothing Alleviation

CPA-LGC
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Layer-Wise Over-Smoothing Alleviation

• Alleviate potential over-smoothing via
layer-wise PairNorm [Zhao et al., ICLR 2019] 

Zhao et al., "Pairnorm: Tackling oversmoothing in gnns." ICLR (2019).

Implementation Details: Component 3

CPA-LGC
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Prediction

Rendle et al., “BPR: Bayesian personalized ranking from implicit feedback”. UAI (2009).

• Layer-wise combination

• If a user-item pair has similar representation,
it has high score

• BPR Loss [Rendle et al., UAI 2009]

Optimization

Implementation Details: Component 3

CPA-LGC
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Evaluation
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• Three benchmark metrics for RS:
Precision@k, Recall@k, nDCG@k

* Note that the higher the value of each of the three metrics, the better the performance

Dataset description

• 5-core settings
user nodes whose # of ratings lower 
than 5 are dropped

• Edge construction
ratings more than median 

Performance metric

Experimental Settings



33

RQ1. Comparison with MCRS Benchmarks

• Superior performance
(up to 141% in precision) 
compared MCRS 
benchmarks

• GNN-based approach 
shows superior results 
to DNN or MF-based 
approaches 
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• Superior performance
(up to 58.66% in precision) 
compared to GNN 
benchmarks

• Large gain is also observed 
compared to the naïve GNN 
implementation using MC 
ratings (𝐿𝑖𝑔ℎ𝑡𝐺𝐶𝑁𝑀𝐶)

RQ2. Comparison with GNN-based Benchmarks
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(1) Single-criterion graph

(1)

(2)

(3)

(2) MC expansion graph
w/o PairNorm

(3) MC expansion graph
w/ PairNorm

• Over-smoothing is intensified in 
the MC expansion graph 

Dataset: TripAdvisor

• It is relieved by the layer-wise 
PairNorm

RQ3. Over-Smoothing Alleviation

Distribution of pairwise distance of representations 
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• CPA-LGC-MC: model w/o MC expansion graph (graph construction with overall ratings) 

• CPA-LGC-c: model w/o user criteria preference / criterion embeddings 
(w/o component 2)

• CPA-LGC-f: model w/o layer-wise PairNorm (w/o component 3)
* for YP, PairNorm is not useful since it’s 𝛾 value is the least. 

RQ4. Ablation Study

Component 1 Component 2

Component 3



37

• The empirical evaluation also supports our 
theoretical claim.

• Computational complexity of CPA-LGC is 
linear in the number of edges in the given graph

• Our CPA-LGC can be easily implemented with 
simple matrix multiplications

PairNorm

Normalized adj

RQ5. Scalability of CPA-LGC
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Takeaways
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• We devise a novel graph construction method in MCRS, called MC 
expansion graph, to capture complex semantics in MC ratings via multi-
layer graph convolution 

• CPA-LGC is light and effective GNN, which can prevent possible over-
smoothing problem in the MC expansion graph along with explicitly 
capturing criteria preference of users

Price

Kindness

Cleanliness

Overall

Hotel A

traveler2023

User

Item

User id: traveler2023

• Price

• Kindness

• Cleanliness

4.0

2.0

5.0
Overall

4.0

Hotel A

Takeaways

CPA-LGC
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Website QR
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Implicit feedback

Explicit feedback:

e.g.) user ratings (1~5 scores), preference (thumbs-up/down button)

- Explicit input by users regarding their interest in products.

e.g.) purchase history, browsing history, search patterns, or even mouse movement.

- Indirectly reflect opinion through observing user behavior

Koren, Yehuda, Robert Bell, and Chris Volinsky. "Matrix factorization techniques for recommender systems." Computer 2009.

Appendix: Types of Feedbacks in RS
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LightGCN

✓ Removing non-linearity 
and feature transformation 

✓ One of the powerful and efficient 
GNN-based RS

He et al. "Lightgcn: Simplifying and powering graph convolution network for recommendation." SIGIR 2020.

Appendix: LightGCN

[He et al., SIGIR 2020]
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