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Introduction

MLP is Universal Approximator 

[Hornik et al., 1989]

Hornik, Kurt, Maxwell Stinchcombe, and Halbert White. "Multilayer feedforward networks are universal approximators." Neural networks 2.5 (1989): 359-366.

x y = f(x)𝑓

Rule-based Algorithm

Machine Learning Algorithm

Predefined rule

x y = f𝜃(x)f𝜃

Function is approximated (found)
by optimization

Choosing 𝑓𝜃 as MLP have capability of 
approximating any functions!



Introduction

Empirical Risk Minimization (ERM) Perspective

[Wang et al., 2020]

Wang, Yaqing, et al. "Generalizing from a few examples: A survey on few-shot learning." ACM computing surveys (csur) 53.3 (2020): 1-34.

Good model
(w/ proper inductive bias )
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Introduction

Short Recap: Graph Neural Network

[Shi et al., 2020]

Shi, Weijing, and Raj Rajkumar. "Point-gnn: Graph neural network for 3d object detection in a point cloud." Proceedings of the IEEE/CVF conference on computer vision and pattern recognition. 2020.

𝒖 𝒖

𝒖

1. Message passing & aggregation 2. Update representationGiven network

Graph neural network (GNN) is a 
“good model” for graph data



Introduction

Physics-Informed GNNs

+ High-dimensional scientific simulations: 
expensive, parameter tuning for each system

Graph

Physical
information

GNN

Further improve model inductive bias or data utilizing
(prior) physical information.
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1. Equivariant Graph Neural Network

2. MeshGraphNets
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Physics in Real-worlds and Equivariance of Models

Symmetry in physics



Physics in Real-worlds and Equivariance of Models

Symmetry in physics

Let a model aware physical patterns

A model with good inductive bias

Equivariant neural network

* What is Equivariance?



Types of Equivariance

1. Translation equivariance

2. Rotation equivariance

3. Permutation equivariance

3 Types of equivariance in particles

: equivariant model



EGNN: Equivariant Graph Neural Network



2. Update representation

𝒖

𝒖

1. Message passing & aggregation

Conventional GNNs

Novel proposition

“Model aware relative distance
between two coordinates”

EGNN: Equivariant Graph Neural Network



Novel proposition

“Model aware relative distance
between two coordinates”

EGNN: Equivariant Graph Neural Network

Full proof included in the arXiv version:
https://arxiv.org/abs/2102.09844



Results
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MeshGraphNets: Overview

Watch <video>

https://sites.google.com/view/meshgraphnets#h.gz8e5qw1m6e4


Graph Construction

• Encoder encodes the 
current mesh 𝑀𝑡 into a 
mutigraph 𝐺 = (𝑉, 𝐸𝑀, 𝐸𝑊)

* What is multi-graph?

• Two-types of edges (meshs) are 
constructed
1. regular edges
2. world space edges 

Encoder: Graph Construction

Nodes are connected with
multiple types of relations (edges)



Regular edges World-space edges

• Euclidean (spatial) proximity
• Add edges: 𝒙𝑖 − 𝒙𝑗 < 𝑟𝑊
• External dynamics that are non-

local in mesh space, can be 
captured

1. Graph structure encoding

Given

• 𝒖𝑖: mesh coordinate vector, for node i
• 𝒙𝑖: world-space coordinate vector , for node i  

2. Edge feature encoding

• 𝒖𝑖 − 𝒖𝑗, |𝒖𝑖|: displacement vector and its norm

• 𝒙𝑖 − 𝒙𝑗 , |𝒙𝑖|: displacement vector and its norm

Encoder: Graph Construction

Graph Construction



Processer: GNNs

• L-identical message 
passing blocks are used

• Mesh edge update

• World edge update

• Node embedding update

* Aggregation
&
Update
in GNNs

* 𝑓(. ) : MLP

𝒖

𝒖

GNN in MeshGraphNets



Decoder: predict next step

• MLP is used to decode next 
step output

• Interpret output features 𝒑𝑖 
as derivatives of 𝒒𝑖

- First order system

- Second order system

Next Step Prediction



Simulation Results

The Results

https://sites.google.com/view/meshgraphnets



Thank you for your attention!

jindeok6@yonsei.ac.kr
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